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006 ucnonb3oBaHun REST API
CepBepa nHterpauumu

Bbl moxeTe ncnone3oBate REST API CepBepa MHTerpaumm B cLieHapusix ynpaenenmss SVM
ANA BbINOMNHEHUS cnedyrowmx npoueayp:

e Hactpoliika nogknoyeHus Cepeepa MHTErpauun K BUpTYyarbHOW MHGPACTPYKTYpe.

e [loGaBneHve cepTudukata BUPTyanbHON MHAPPACTPYKTYPbl B CMIMCOK AOBEPEHHbIX
cepTudgukaToB Cepsepa MHTErpaLmu.

e YpaneHue napaMeTpOB NOAKMIOYEHUS K BUPTyanbHOW nHdpacTpyktype ¢ Cepsepa
WHTEerpaumm.

e PasBepTbiBaHMe SVM B BUpTYyarnbHON MHPpaCTPYKType 1 NpeasapuTernbHble AeUCTBUS,
HeobOxoaMMble ANst pa3BepTbIBAHUS:

¢ Peructpauusa obpasos SVM Ha CepBepe uHTerpaumm.

¢ [lony4deHune cnmucka o6bEKTOB BUPTYanbHOW UHGPACTPYKTYpbl, He06XoaNMbIX Ans
pa3BepTbiBaHus SVM.

e VIameHeHune KoHurypaumm paspepHyTbix SVM.

e YpaneHue SVM.

Bsanmopgencteme c REST API CepBepa uHTerpaumm oCHOBaHO Ha 3anpocax 1 oTBeTax B
dopmaTe json u ocyulectnseTcsa no npotokony HTTPS. [Ina B3aumogencteus ¢ REST API
CepBepa uHTerpaumm Tpebyetcsa ayteHTudukaumna Ha Cepepe nHTerpaumm ¢
ucnonb3oBaHneM TokeHa (bearer token).

Ona o6paboTkn 3anpocoB, KOTopble TPEOYIOT MHOMO BpEMEHMW U BbINOMHAKTCA aCUHXPOHHO,
ucnonb3ytotca 3agaum (tasks). 3agaya cosgaeTcs Kak NPOMEXYTOUHbIN pe3ynbTaTt
BbIMOMNHEHNS 3anpoca.

06 ucnonb3osaHuu REST API Cepsepa uHmeepauuu — 4



AyTteHTndunkaumna Ha CepBepe
MHTerpaumm

Ons ayteHTUdMKauum Ha CepBepe MHTEerpaummn NCNonb3yeTcs NOANMCaHHbI CEPBEPOM TOKEH
(bearer token). Bam Hy)kHO ykasblBaTb CreayHoLLMii 3arofloBOK C TOKEHOM B KaXgoM 3anpoce
REST API:

Authorization: Bearer <accessToken>
qTOGbIHOHyHMTbTOKeH,BHHOHHMTGSaHpOG
GET /api/3.0/auth/tokens

B 3aronoBke 3TOro 3anpoca yKkaxxute uMs nonb3oBaTtensi admin 1 naponb agMUHUCTpaTopa
Cepeepa uHTerpaumm cnegytomm obpasom:

Authorization: Basic <cTpoka ¥Ms IOJIB30BATENIA: [1apOilb, BaKOIMPOBaHHAA MeTomoM Base64>

B pesynbTaTe ycnewwHoro BelinofnHeHWs 3anpoca Bo3spaluaetcs kog 200 n Teno oTeeTa:

"accessToken": {
"value": "<accessToken>"

s
"refreshToken": {

"value": "<refresh token>"
bo
"session": {
"id": "<session id>",
"createdAt": "<timestamp>",
"updatedAt": "<timestamp>",
"activeTo": "<timestamp>",
"validTo": "<timestamp>"

TOKeH, KOTOPbIV HY>KHO NepefaBaTh B 3arofiOBKe KaXK4oro 3anpoca, COAepXXUTCS B 3Ha4YeHUN
nons “value” anemeHTa "accessToken".

Aymenmucpukauyusi Ha Cepsepe uHmezpayuu — 5



[JobaBneHune cepTuduKara
BUPTYyaribHOWU
MH(pacTpyKkTypbl Ha CepBep
MHTerpauum

Mpu nogknioveHnmn K BUpTyanbHowm nHdpacTpyktype CepBep MHTErpaumm BbIMNOMHSET NPOBEPKY
NOASIMHHOCTN O6BEKTOB BUPTYaribHOW MHAPACTPYKTYPbI, K KOTOPbIM BbIMNOMHAETCSA
nogkntoveHue. B 3aBMcMoCcTu OT TvnNa BUPTyanbHOM UHpacTpyKkTypbl CepBepa nHTerpaumnm
NnoaKmnto4aeTcs K rmnepensopy, CepBepy ynpaBreHns BUPTyanbHOW MHPACTPYKTYPOn unm
Mukpocepsucy Keystone.

Ans ycnewHoro nogkntodeHms CepBepa MHTErpauumn K BUpTyanbHON MHPACTPYKType Bam
HY>XHO 106aBUTb B CNNCOK JOBEPEHHbIX cepTudmkaToB CepBepa UHTerpaumm ceptudukart,
NOSTyYeHHbI OT BUPTYanbHOW NHPACTPYKTYpPbI.

Ona runepsusopa Microsoft Windows Server (Hyper-V) npoBepka NOANMHHOCTY HE
BbINONHAETCH, A06aBnATb cepTudmkat He TpebyeTcs.

Nony4yeHune cepTudmkaTa BUpTYaribHOMn
MHPPaCTPYKTYpPbI

B 3aBucMMOCTY OT TWNa BUPTYanbHOW UHPACTPYKTYpbl ANs MONyYeHns cepTudukara
MCMONb3YHTCS pasHble 3amnpochl.

e B uHMpacTpykTypax, NogknoyeHne K KoTopbiM Npoucxoant ¢ nomollbio HTTPS, ansa
nony4eHns ceptTudmkaTa BbINONHUTE 3anpoc:

GET api/3.0/sslConfig/getCertificate?address=<address>:<port>
roe:

e <address> — agpec obbekTa BUpPTyanbHON MHAPACTPYKTYPbI, K KOTOpOMY ByaeT
nogkntovaTecs CepBep UHTErpaumnm Ans B3anmMogencTBusi C BUpTyarbHON
NHMPACTPYKTYpoW. B 3aBMCMMOCTM OT BUAa BUPTYanbHON MHAPACTPYKTYPbl 0OBEKTOM
MOXeT ObITb rMNepBU30pP, CEPBEP YNPaBeHnUs BUPTyanbHON MHAPACTPYKTYPON Unu
MukpocepBsuc Keystone.

e  <port>— nopT Ans NOAKIMYEHUS K 06 LEKTY BUPTYarbHOW MHAPACTPYKTYpbI.
CTaHgapTHO MCMonb3yTCs creayoLue nopTel B 3aBUCUMOCTHU OT TUNa UHPPACTPYKTYpbI:
e XenServer —443.

e Numa vServer —443.

e Proxmox VE — 8006.

e VMware vSphere — 443.

e Ckana-P —443.

e basuc —443.

e Nutanix Acropolis — 9440.

e HUAWEI FusionSphere — 7443.

[obasneHue cepmughukama supmyarnsHoU uHppacmpykmypbl Ha Cepeep uHmezpauyuu — 6



e O6nayHasa nnatgopma TMOHUKC / OpenStack / O6navHas nnatcdopma VK Cloud —
5000.

B nHppacTpykType nog ynpasneHnem nnatgopmbl OpenStack, O6navHom
nnatdopmbl VK Cloud nnn ObnayvHon nnatdopmbl TMOHUKC pobaenatb
cepTndmrKaT Hy>KHO, TONbKO ecnu Mukpocepsuc Keystone pabotaeT no npoTokorny
HTTPS.

e B uHMpacTpykTypax, NogknoyeHne K KoTopbiM nponcxoant ¢ nomoLbio SSH (KVM, AnbT
Cepaep Buptyanusauuu, Astra Linux), ona nonyvyeHums ceptudpmkaTa BeINONHUTE 3anpoc:

GET api/3.0/sshConfig/getSshKey?address=<address>:<port>
roe:

e <address> — agpec obbekTa BUpPTyanbHON MHADPACTPYKTYPbl, K KOTOpOMY ByaeT
nogkntoyaTecst CepBep MHTErpaumm Ans B3aMmMoaencTBus ¢ BUPTyarbHOM

WH(PPacCTPyKTYpOW.
e <port>— nopT ANA NOAKIIOYEHNSI K OO BLEKTY BUPTYarbHON MHAPACTPYKTYPHI.
CraHgapTHO ncnonb3yeTcs nopT 22.

e B uHdpacTtpykType Proxmox VE Heobxoammo nony4umTb ceptudukat u ana HTTPS, n ana
SSH.

Ecnv ons noakntoyeHust K MHAppacTpyKType UCNonb3yeTcs MOPT, OTIINYHBIA OT
CTaHAapTHOro, cepTUdUKaT HYXKHO 3anpallnBaTh MO 3TOMY MOPTY.

B pes3ynbTaTe yCcnewHOoro BbiNnoJfiIHEHUA 3arnpoca BO3BpallaeTcA CJ'IGD,yIOIJJ,VIVI OTBET:

"address": "<address>",
"thumbprint": "<thumbprint>",
"data": "<data>",
"viisValidationResult": {
"isAccepted": true,
"validationWarnings": [],

"validationErrors": []

e <address> — agpec 06bekTa BUpTyanbHOM MHAPACTPYKTYPbI, YKasaHHbI B 3anpoce.

e <thumbprint> — oTneyaTok cepTdmKaTa, KOTOPbIA BaM HY>XHO 406aBUTb B CMMCOK
[loBepeHHbIX cepTudmkaToB Cepeepa MHTErpauun.

e <data> — Terno nNony4eHHOro cepTudurkara, Ha OCHOBE KOTOPOro MOXHO MNOCTPOUTL U
NpoBepuTb NONyYeHHbIN cepTudunkar.

[obasneHue cepmughukama supmyarnsHoU uHppacmpykmypbl Ha Cepeep uHmezpauuu — 7



HoGaBneHune cepTudukara B CMCOK
AoBepeHHbIX cepTuhukatoB CepBepa
WHTerpauumu

Y106kl 106aBUTL CEPTUGMKAT, BLIMOSIHUTE 3aMpOC:

POST api/3.0/sslConfig/certificateValidator/rules

B Tene 3anpoca ykaxuTe crneagyrowmne napamMmeTpbl:

"address": "<address>:<port>",
"thumbprint": "<thumbprint>"

roe:

e <address>:<port> — agpec u NopT o6beKTa BUPTYyanbHOW MHPPaCTPYKTYpPbl, KOTOPbIE Bbl
ykasanu B 3anpoce Ha nony4veHve cepTudukara.

e <thumbprint> — oTneyaTok cepTudukaTa, NONy4YEeHHbIN B pe3ynbTaTe BbINOMHEHMs 3anpoca
Ha nony4yeHune ceptudukaTta.

B pe3ynbTaTte yCnewHOoro BblNMoJIHEHNA 3anpoca Bo3BpallaeTca Koa 201 ¢ NyCTbIM TEJTOM
oTBeTa.

[obasneHue cepmughukama supmyarnsHoU uUHppacmpykmypbl Ha Cepeep uHmezpauyuu — 8



NMNoakntoyeHune CepBepa
MHTerpauum K BUpTyaribHOM

MHPpaCTPYKTYype

Mpoueaypa no3eonseT 4o6aBUTb BUPTYasbHY MHPACTPYKTYPY B CMIMCOK UHAPPACTPYKTYP, K
KOTOpbIM nogkrtovaeTcs CepBep MHTErpaLuu.

Mpouenypa noakntoyeHns aAns MHpacTpykTyp Ha 6ase OpenStack oTnuyaetcs ot
CcTaHOapTHOWM npoueaypbl 1 ONUcaHa oTAeNbHO.

NMoaknoyeHne K BUpTyanbHON MHpacTpyKType

B aTom pasgene onucaHa npoueaypa NoAaknioYeHnst K BUPTyarnbHbIM MHppacTpyKTypam
Ha nnatgopme Microsoft Hyper-V, XenServer, Numa vServer, VMware vSphere, KVM,
Proxmox VE, basuc, Ckana-P, HUAWEI FusionSphere, Nutanix Acropolis, AnbT Cepaep
BupTtyanusauun unu Astra Linux.

Y1066l fOBaBMTE NapamMeTpbl NOAKMIOYEHNS K MHApacTpykType Ha CepBep uHTerpaumm,
BbINOMHMTE 3anpoc:

POST /api/3.0/infrastructures

B Tene 3anpoca ykaxuTe cregyoLime napameTpsbi:

"type": "<infrastructure type>",
"address": "<infrastructure address>",
"accounts": {
"admin": {
"name": "<admin login>",
"password": "<admin password>"
by
"readOnly": {
"name": "<read-only user login>",
"password": "<read-only user password>"

roe:

e <infrastructure type> — Tvn BUpTYyanbHON UHPPaACTPYKTYpbl. TN MHPACTPYKTYpPbI
yKa3blBaeTCs crieqyroLmm obpasom:

e HYPERV — BupTyansHasa nidpactpyktypa Ha nnatdopme Microsoft Hyper-V.
o XEN - BupTyanbHas uHdpacTpykTypa Ha nnatgopme XenServer.
e NUMAVSERVER - BupTyanbHasi MHpacTpykTypa Ha nnatdopme Numa vServer.

e LIBVIRT - BupTyansHas uHcpacTtpyktypa Ha nnatgopme KVM (Kernel-based Virtual
Machine).

e PROXMOX - BupTyanbHas nHdpacTpykTypa Ha nnatgopme Proxmox VE.

lNodknroueHue Cepsepa uHmMezpayuu K supmyarnbHoU UHgbpacmpykmype — 9



e VMWARE - BupTyanbHasa uHdpacTpyktypa Ha nnatcopme VMware vSphere.
e ROSPLATFORMA - BupTyanbHas UHdpacTpyktypa Ha nnatdopme Ckana-P.
e BASISVCONTROL - BupTyanbHasa nHdpacTtpykTypa Ha nnatcgopme basuc.

e FUSIONCOMPUTE - BupTyanbHaga nHpactpyktypa Ha nnatgopme HUAWEI
FusionSphere.

o NUTANIXPRISM - BupTyanbHas nHdpacTtpyktypa Ha nnatgopme Nutanix Acropolis.

e ALTVIRTUALIZATIONSERVER - BupTyansHasa nHgpacTtpyktypa Ha nnatgopme AnbT
Cepsep Buptyanusauyuu.

e ASTRALINUX - BupTyanbHas nHcpacTpyktypa Ha nnatdopme Astra Linux.

e <infrastructure address> — agpec 06bekTa BUpTyarnbHOW MHAPPACTPYKTYPbI, K KOTOPOMY
JormkeH nogknoyaTtecs CepBep MHTerpaumn. B 3aBucMMoCTr OT BUaa BUPTYansHOM
NHMPACTPYKTYPbl OBGBEKTOM MOXET ObITb rMNEPBU3OP NN CepBep yNpaBreHns
BMPTyanbHOW MHAPaCTPYKTYPOW.

e <admin login> — nMs y4eTHOW 3anncu ¢ NpaBamu, JOCTATOMHbIMW ANS pa3BepTbiBaHUS,
yoaneHus n nusMeHeHusi KoHgurypauumn SVM.

e <admin password> — naposb Y4eTHOW 3anncK, 3aKogMpoBaHHbIN MeToaoM Base64.

e <read-only user login> — MSA y4€THOMN 3anNMCK C OrPaHNYEHHLIMU NPaBaMn Ha AEVCTBUS B
BUPTYyarnbHON UHpacTpykType (HeobsizaTenbHbIN NapameTp). Ecnv yyeTHas 3anuck ¢
OorpaHM4eHHbIMM NpaBamn He ykasaHa, CepBep nHTerpaummn byget ncnonb3oBaTb YYETHYHO
3anvck, koTopas obnagaeT NpaBaMu Ha pa3BepTbiBaHWE, yoalneHne u USMeHeHne
KoHGurypauum SVM.

e <read-only user password> — naposb Y4€THOW 3anncu ¢ OrpaHNYEHHLIMN NpaBamu,
3aKOAMPOBaHHbIN MeTogoM Base64.

B pes3ynbTaTte ycnewHoro BblNOJIHEHNA 3anpoca Bo3BpallaeTca CJ'Ie,D,yIOLIJ,VII7I OTBeT.

"infrastructureId": "<infrastructure ID>",
"type": "<infrastructure type>",
"address": "<infrastructure address>",
"accounts": {
"admin": {
"name": "<admin login>"
by
"readOnly": {
"name": "<read-only user login>"
}
by

"connectionInfo": {

"admin": {
"status": "<connection status>",
"connectionError": "<error>",
"errorMessage": ""

by
"readOnly": {

"status": "<connection status>",
"connectionError": "<error>",
"errorMessage": "",

"updatePeriodSeconds": 10

lNodknroueHue Cepeepa uHmeepayuu K supmyanbHol uHgpacmpykmype — 10



roe:

e <infrastructure ID> — ngeHTUMKaTOp MHDPACTPYKTYPLI, K KOTOPOW BbINOSHSAETCS
MOAKIIOYEHNE.

e <connection status>— TeKyLUMI cTaTyc NoAKNoYeHNs. Bo3aMOXHble 3HaYeHus:
CONNECTING | CONNECTED | DISCONNECTED.

e <error> — nHcopmaums ob owmnbke nogknoveHus. BoamoxHble 3HadeHns: NO_ERROR |
SERVER_ERROR | NETWORK_ERROR | INVALID_CERTIFICATE | ACCESS_DENIED |
UNAUTHORIZED.

Mpouecc NoaknioYeHNs K MHpPacTPYKType 3aHMMaeT HEKOTOPOe BpeMsl, AOXAUTECH
YCMELLIHOro 3aBepLUEHNs MOAKIOYEHMSI.

qTO6bIﬂOCMOTpeTbTeKWMMﬁCTaTyCﬂOﬂKﬂmquMﬂ,BHHOHHMTe3aHpOC

GET /api/3.0/infrastructures/<infrastructure ID>

B 3anpoce ncnonb3yetca ngeHTndukaTop MHdpacTpykTypsbl (<infrastructure ID>), nony4eHHbIN
B pe3ynbTaTe BbIMNOSIHEHMS 3anpoca Ha MOAKIoYEHME K MHAPacTPyKType.

B pe3ynbTaTte BbINOJIHEHUA 3anpoca cTaTtyca Nnogkrnto4YeHnAa Bo3BpallaeTcd cnep,yrou.mﬁ OTBET:

"infrastructureId": "<infrastructure ID>",
"type": "<infrastructure type>",
"address": "<infrastructure address>",
"name": "<infrastructure name>",
"displayName": "<infrastructure name>",
"version": "<infrastructure version>",
"accounts": {
"admin": {
"name": "<admin login>"
by
"readOnly": {
"name": "<read-only user login>"
}
by

"connectionInfo": {

"admin": {
"status": "<connection status>",
"connectionError": "<error>",
"errorMessage": ""

by
"readOnly": {

"status": "<connection status>",
"connectionError": "<error>",
"errorMessage": "",

"updatePeriodSeconds": 10

lNodknroueHue Cepeepa uHmeepayuu K eupmyanbHol uHgpacmpykmype — 11



3anpoc HY>XHO MOBTOPSITb MEPUOAMNYECKN A0 YCMELUHOro NOAKII0YEHMS UM BO3HUKHOBEHUS
owmnbkn nogknioveHus. MNMogknoyeHne K MHPACTPYKType CUNTAETCS YCMNELLHO 3aBEPLLEHHbIM,
ecnu B pesynbTaTte BbINOMHEHMS 3anpoca B anemeHTax "connectioninfo"->"admin" un
"connectioninfo"->"readOnly" nonsa nmeroT criegyrolme 3HaYeHns:

e 'status": "CONNECTED"
e "connectionError": "NO_ERROR"

Ecnu Bo BpeMsi nogkntoveHms npomsoLuna owmnbka, none "status" nmeert 3HadyeHne
"DISCONNECTED".

Onst tHpacTpykTyp Ha 6a3e Numa vServer n XenServer nogaepXuBaeTcsa NogknoyeHne
TONbLKO K rMaBHOMY runepsusopy (primary server). Ecnv npu nogknioyeHmmn 6bin ykasaH
noAYMHEHHbIV runepBn3op (secondary server), To B OTBET Ha 3anpoc Ha nonyyeHne TekyLLero
cTaTyca NOAKMNI0YEeHNs BepHeTCHa MHdopmMauus o6 agpece rmaBHOro runepsusopa, K KoTopomy
Heo6Xxo4MMO NOLKITHUNTLCS.

"infrastructureId": "<infrastructure ID>",
"type": "<infrastructure type>",
"address": "<infrastructure address>",
"name": "<infrastructure name>",
"displayName": "<infrastructure name>",
"version": "<infrastructure version>",
"accounts": {
"admin": {
"name": "<admin login>"
bo
"readOnly": {
"name": "<read-only user login>"
}
bo
"connectionInfo": {
"admin": {
"status": "DISCONNECTED",
"connectionError": "NETWORK ERROR",
"errorMessage": "",
"details": {
"primaryServerAddress": "<primary server address>"
}
bo
"readOnly": {
"status": "DISCONNECTED",
"connectionError": "NETWORK ERROR",
"errorMessage": "",
"updatePeriodSeconds": 10,
"details": {
"primaryServerAddress": "<primary server address>"

}
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NMoaoknio4veHne K BUpTyanbHOM MHpacTpykType
(vHdpacTpykTypbl Ha 6a3e OpenStack)

B aTom pasgene onucaHa npoueaypa noaknioveHnst K BUpPTyarbHbIM MHppacTpyKTypam
nopg ynpasneHunem nnatdopmbl OpenStack, ObnayHon nnatgopmbl VK Cloud unum
O6nayHon nnatgopmbl TMOHUKC.

Mepepn noakntoveHnem CepBepa MHTErpaummn K BUpPTyanbHOW MHPacTpyKType Ha 6ase
OpenStack BaM Hy>KHO NPOBEPUTL NOAKIMIOYEHNE K MUKPOCEPBUCAM, KOTOpble HeobXoaAMMbI A4S
pabotbl SVM.

BbinonHute 3anpoc:

POST /api/3.0/infrastructures/testConnection

B Tene 3anpoca ykaxuTte cnegyrwmne napameTpbl:

"type": "<infrastructure type>",
"address": "<infrastructure address>",
"specificSettings": {

"protocol": "<https | http>",

"region": "<region id>"
} 4
"accounts": {
"admin": {
"domain": "<admin domain>",
"name": "<admin login>",
"password": "<admin password>"

b
"readOnly": {

"domain": "<read-only user domain>",
"name": "<read-only user login>",
"password": "<read-only user password>"

e <infrastructure type> — Tvn BUpTYyanbHON UHPPACTPYKTYpbl. TN MHPACTPYKTYpbI
yKa3blBaeTCsa crieqyroLwmmMm o6pasom:

o TIONIXOPENSTACK - BupTyanbHas UHdpacTpyktypa Ha ObnayHon nnatgopme
TUOHUKC.

e OPENSTACK - BupTyanbHasa nHgpacTtpyktypa Ha nnatgopme OpenStack.

¢ VKCLOUDOPENSTACK - BupTyanbHas nHdpactpykrypa Ha ObnayHown nnatcopme
VK Cloud.

e <infrastructure address> — agpec Mmukpocepsuca Keystone, K KOTOpomy AOMKEH
nogkntovaTecst CepBep MHTErpauum.

e <https | http> — npoTokon, No koTopomy paboTaeT Mukpocepsuc Keystone.

e <region id> — pernoH, B pamkax KOTOPOro JOIPKEH nogkntovatbcs CepBep nHTerpauum
(Heobsi3aTenbHbIN NapameTp).
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e <admin domain> — umsa gomeHa OpenStack, kK KOTOPOMY NPUHAANEXNT y4eTHAsA 3annchb C
npaBamu, OCTATOMHLIMU ANS pa3BepTbiBaHUS, yaaneHus U UMeHeHUss KoHUrypawmm
SVM.

e <admin login> — nmsa y4eTHOM 3anMcu ¢ NpaBamMu, 4OCTaTOYHbIMU ANS pa3BepTbiBaHUS,
yoaneHus n usMeHeHusi KoHgurypauum SVM.

e <admin password> — naponb y4eTHOW 3anncu, 3akoAMpOBaHHbIN MeToaoM Base64.

e <read-only user domain> — nms fomeHa OpenStack, K KOTOPOMY NPUHAANEXUT ydeTHas
3annchb C OrpaHNUYeHHbLIMU NpaBaMu Ha OeWCTBUSI B BUPTYaribHOW MHppacTpyKType

e <read-only user login> — UMSA y4€THON 3anNMCK C OFPaHNYEHHLIMU NPpaBaMy Ha AEVCTBUS B
BMPTYyanbHoW MHApacTpykType (HeobasaTenbHbIn napameTp). Ecnn yyeTHas 3anuck ¢
OrpaHMYeHHbIMKU NpaBamMu He ykasaHa, Cepeep uHTerpaumm 6yaeT ncnonb3oBaTtb YY4eTHYHO
3anuck, koTopas obnagaeTt npaBaMu Ha pa3BepTbiBaHve, yaaneHme U usMeHeHue
KoHGurypauum SVM.

e <read-only user password> — naposb Y4€THOW 3anncu ¢ OrpaHNYEHHLIMN NpaBamu,
3aKOAMPOBaHHbIN MeTogoM Base64.

B pes3ynbTaTe ycnewHoro BbiNnofIHEHNA 3anpoca Bo3BpallaeTca CJ'Ie,D,yIOLIJ,VIIZ OTBeT.

"type": "<infrastructure type>",
"address": "<infrastructure address>",
"specificSettings": {
"protocol": "<https | http>",
"region": "<region id>"
by
"displayName": "<infrastructure name>",
"name": "<infrastructure name>",
"version": "<infrastructure version>",
"edition": "<infrastructure edition>",

"connectionInfo": {

"admin": {
"status": "<connection status>",
"connectionError": "<error>",
"details": {
"regions": [
{
"id": "<region id>",
"endpoints": {
"compute": [
{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",
"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
1,
"glance": [

{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",
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"version": "<service version>",

"status": "<connection status>",
"error": "<error>"
}
JI
"neutron": [

{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",

"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
JI
"cinder": [

{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",

"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
]
}
}
1
}
}
by
"readonly": {
"status": "<connection status>",
"connectionError": "<error>",

"updatePeriodSeconds": 0,

"details": "..."

B anemeHTe "endpoints” cogepxutcsa CnMcok MMKPOCEPBUCOB, HEOOXOAMMBIX A58 paboThbl
SVM.

Ecnu mukpocepsuc pabotaet no npotokony HTTPS, npu nogkntoyeHnmn K Hemy MoXeT
BO3HMKHYTb OLUMOKa NOAKMOYEHMS MO NpUYMHE HEAENCTBUTENBHOIO cepTudukara:

e "status": "DISCONNECTED"
e error": "INVALID_CERTIFICATE"

B aTtom Cny4yae BaM HYXXHO nobaBunTb CepTI/Id)l/IKaT MUKpOCepBuCa B CNMMCOK JOBEPEHHDbLIX,
MCnosb3ysa 3anpochbl, ONUCaHHbIE BbllUE. Mocne atoro Bam HY>XHO NOBTOPUTb 3anpocC Ha
NpPOBEPKY NOAKIMHYEHUA K MUKpOCcepBncam 1 y6e,El,I/ITbCF|, 4YTO BCE MUKPOCEPBUCHI UMEKT CTaTyC
"CONNECTED".

YT06bl 06aBUTL NapameTpbl NOAKMIYEHUS K MHpacTpykType Ha CepBep UHTerpauuu,
BbINOMHNUTE 3anpoc:

POST /api/3.0/infrastructures
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B Tene 3anpoca yKaxXuTte Takume XXe napamMeTpbl, Kak B 3arnpoce Ha nNnpoBEPKY NMNOAKIHOHYEHUNA K
MUKpOCepBUcam:

"type": "<infrastructure type>",
"address": "<infrastructure address>",
"specificSettings": {

"protocol": "<https | http>",
"region": "<region id>"
be

"accounts": {

"admin": {
"domain": "<admin domain>",
"name": "<admin login>",
"password": "<admin password>"

b
"readOnly": {

"domain": "<read-only user domain>",
"name": "<read-only user login>",
"password": "<read-only user password>"

B pes3ynbTaTte ycnewHOoro BbiNnoJfiIHEHUA 3arnpoca BO3BpallaeTcA CJ'IGD,yIOIJJ,VIVI OTBET:

"infrastructureId": "<infrastructure ID>",
"type": "<infrastructure type>",
"address": "<infrastructure address>",
"specificSettings": {
"protocol": "<https | http>",
"region": "<region id>"
bo
"displayName": "<infrastructure name>",
"name": "<infrastructure name>",
"version": "<infrastructure version>",
"edition": "<infrastructure edition>",
"connectionInfo": {
"admin": {
"status": "<connection status>",
"connectionError": "<error>",
"details": {
"regions": [
{
"id": "<region id>",
"endpoints": {
"compute": [
{
"address": "<IP>:<PORT>",
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"protocol": "<https | http>",

"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
JI
"glance": [

{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",

"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
JI
"neutron": [

{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",

"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
1,
"cinder": [
{
"address": "<IP>:<PORT>",
"protocol": "<https | http>",
"version": "<service version>",
"status": "<connection status>",
"error": "<error>"
}
]
}
}
]
}
}
s
"readonly": {
"status": "<connection status>",
"connectionError": "<error>",

"updatePeriodSeconds": O,

"details": "..."

e <infrastructure ID> — ngeHTUMKaTOP NHAPACTPYKTYPbI, K KOTOPOW BbIMOJTHAETCS
noaknoYeHune.

e <connection status>— TekyLuMi cTaTyc noaknoYeHns. BoamoxHble 3HaueHus:
CONNECTING | CONNECTED | DISCONNECTED.
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e <error> — nHdopmaums ob owmndke nogknoveHus. BoamoxHble 3HaveHus: NO_ERROR |
SERVER_ERROR | NETWORK_ERROR | INVALID_CERTIFICATE | ACCESS_DENIED |
UNAUTHORIZED.

Mpouecc NogknioYeHnst K MHPaCTPYKType 3aHMMaET HEKOTOPOE BPEMS, AOXANTECH
YCMNELUHOro 3aBepLUEHUS NOOKMOYEHMS.

YTo6bl NTOCMOTPETH TEKYLLNI CTATYC NOAKMIOYEHUS, BbINOMHUTE 3anpoc:

GET /api/3.0/infrastructures/<infrastructure ID>

B 3anpoce ncnonb3yeTca naeHTudukatop nHdpactpyktypsl (<infrastructure ID>), nony4eHHbIn
B pe3ynbTaTe BbINONIHEHNS 3anpoca Ha NOAKMYeHne K MHApaCcTPyKType.

B pesynbTaTe BbINOMHEHNUSA 3anpoca cTaTyca NoAKIoYeHWsl B Tene OTBETa BO3BpaLlaeTcs
TEKyLLMIA CTaTyC NOAKITOYEHMS K MHIPPACTPYKTYPE U K KaXKOA0MY MUKPOCEPBUCY .

3anpoc HY>XXHO NOBTOPATb nNepnoan4eckn Ao ycnewHoro nogknio4veHna ninn BO3HMKHOBEHNA
oWwnbKM NoaKNoYeHs.

MoakntoueHne K MHGpPacTpykType Ha 6ase OpenStack cumtaeTcs ycrnelwHo 3aBepLIeHHbIM,
€cnv B Terle OTBeTa BO3BpalllaeTcsl creaytollas nHopMaums:

e B aneMeHTax "connectioninfo"->"admin" n "readonly" nons umetoT cneayoLne 3Ha4YEHUS:
e ‘"status": "CONNECTED"
e "connectionError": "NO_ERROR"
e B anemMeHTtax "endpoints"->"<mukpocepsuc>" nona MMeLOT cneayrome 3HavYeHns:
e ‘"status": "CONNECTED"
e error': "NO_ERROR"
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Perncrtpauunsa obpasa SVM Ha
CepBepe nHterpauumu

[nsa paseepTtbiBaHnsa SVM B BUpTyanbHOM MHpACTPYKType TpebyeTtca dann obpasa SVM u
dann onncaHunst odpasos (dann B dopmate XML). Bbl MOXeTe ckavyaTb apXmBbl, COAEPXKaLLNE
o6pasbl SVM un dannbl onncaHnst o6pasos SVM, ¢ NOMOLLLIO MacTepa yCTaHOBKM KOMMOHEHTOB
Kaspersky Security nunu Ha Be6-cante "Jlabopatopun Kacnepckoro”
(https://www.kaspersky.ru/small-to-medium-business-security/downloads/virtualization-hybrid-
cloud?utm_content=downloads). MNMony4yeHHble dann obpasa SVM n cdain onucaHus obpasos
(cbann B hpopmate XML) TpebyeTcsa pasamecTutbe B OQHOW Nnanke Ha YCTPOWCTBeE, rae
ycTaHoBneH CepBep UHTErpaumm.

CepBep UHTerpaumm AomKeH MMeTb JocTyn K hanny obpasa SVM u canny onvcaHus
obpasos.

3anpoc Ha peructpauuto obpasa SVM

YT06bI 3aperncTpupoBaTtb o6pa3 SVM Ha CepBepe MHTerpauun, BbINOMHUTE 3anpoc:

POST /api/3.0/management/deployment/svm/images/register/manifest

B Tene 3anpoca ykaxuTte cnegyrwmne napameTpbl:

"manifestUrl": "<SVM image description file>",
"hypervisors": [
{

"type": "<infrastructure type 1>"

"type": "<infrastructure type 2>"

e <SVM image description file> — abcontoTHbIA NyTb K hanny onucaHns obpasos (*.xml) Ha
YCTPOWCTBE C yCTaHOBNEHHLIM CepBEPOM MHTErPALUN.

e <infrastructure type 1>, <infrastructure type 2> — T1n BUpTyanbHON MHPPACTPYKTYphbl, Ha
KOTOPYH HYXXHO pa3BepHyTb SVM. Bbl MOXeTe ykaszaTb OOUH U HECKOSBKO TUMOB
BMPTyanbHOW MHAPaCTPYKTYpbl. TN MHPaACTPYKTYpbl yKasbiBaeTcs cneayowmum obpasom:

HYPERYV — BupTyanbHas nHdpactpykTypa Ha nnatcopme Microsoft Hyper-V.
o XEN - BupTyanbHas uHdpacTpykTypa Ha nnatgopme XenServer.
e NUMAVSERVER - BupTyanbHas nHdpacTpyktypa Ha nnatdopme Numa vServer.

e LIBVIRT - BupTyanbHasi MHpacTpykTypa Ha nnatgopme KVM (Kernel-based Virtual
Machine).

e PROXMOX - BupTyanbHasa nHpacTtpyktypa Ha nnatgopme Proxmox VE.
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VMWARE - BupTyanbHas nHdpacTtpyktypa Ha nnatgpopme VMware vSphere.
ROSPLATFORMA - BupTyanbHas uHpactpyktypa Ha nnatdopme Ckana-P.
BASISVCONTROL - BupTyanbHas nHdpacTpykTypa Ha nnatgopme basuc.

FUSIONCOMPUTE - BupTyanbHasa UHgpacTpykTypa Ha nnatcopme HUAWEI
FusionSphere.

NUTANIXPRISM - BupTyanbHasa nHgpactpyktypa Ha nnatdgopme Nutanix Acropolis.

TIONIXOPENSTACK - BupTyanbHasa nHgpacTtpykTypa Ha ObnayHon nnatgopme
TUOHUKC.

OPENSTACK - BupTyarnbHas nHdpacTtpyktypa Ha nnatcdopme OpenStack.

VKCLOUDOPENSTACK - BupTyanbHas nHdpacTtpyktypa Ha ObnayHon nnatgopme
VK Cloud.

ALTVIRTUALIZATIONSERVER - BupTyanbHas uHdpacTpyktypa Ha nnatdopme AnbT
Cepsep Buptyanusauyum.

ASTRALINUX - BupTyanbHas nHpacTpykTypa Ha nnatdopme Astra Linux.

B pes3ynbTaTe ycnewHoro BbliNONIHEHNA 3anpoca B Tenie OTBeTa BO3BpalLlaeTcA I/Ip,eHTI/Id.)I/IKaTOp
3apeructpupoBaHHoro obpasa SVM (<SVM image ID>) n nidpopmauus o6 obpase:

"id": "<SVM image ID>",

"manifest": {
"svmVersion": "<SVM image version>",
"size": "<SVM image size>",

"vendorInfo": {

"en": {
"oroductName": "<SVM image name>",
"vendor": "AO Kaspersky Lab",
"description": "<SVM image description en>",
"publisher": "AO Kaspersky Lab"

by

"ru": {

"oroductName": "<SVM image name>",

"vendor": "AO \"JlabopaTopmusa Kacnepckoro\"",

"description": "<SVM image description ru>",

"publisher": "AO \'"JlaBopaTopus Kacrnepckoro\""

}

"hypervisors": [

{

"type": "<infrastructure type>"
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NMpoBepka nognuHHOCTM obpasza SVM

Mocne pervcTpaummn obpasa pekoMeHayeTCsi BbINOMHWTE NPOBEPKY NOANIMHHOCTM o6pa3a SVM
C nomoLLbto 3anpoca:

PUT /api/3.0/management/deployment/svm/images/<SVM image ID>/validate

B 3anpoce ncnonb3yeTca naeHTndmkaTop 3apermctpupoBaHHoro obpasa SVM (<SVM image
ID>), nony4eHHLIN B pe3ynbTaTe BbINOMIHEHWUS 3anpoca Ha perucrpaumio obpasa SVM.

B pesynbTaTe BbINOMHEHMS 3anpoca Ha NpoBepPKY NOAMNMHHOCTM obpa3a co3faeTcsi 3agaya
npoBepkn obpasa:

"id": "<task ID>",

"created": "<timestamp>",
"stateChanged": "<timestamp>",
"changed": "<timestamp>",
"state": "<task state>",
"type": "ValidateSvmImage",
"progress": O,

"children": [],

"result": true

roe:
e <task ID> — ngeHTUmkaTop 3agaqn.

e <task state> — cocTtosHue 3agadn. BoamoxHble 3HaveHus: Created, Queued, Starting,
Running, Completed, Stopping, Failed, Cancelled.

MpoLecc NpoBepky 3aHUMaEeT HEKOTOPOE BpeMsl, ANs NonyyYeHnus pedynbTaTta NpoBepku BaMm
HY)XHO [OXOAaTbCs BbINOSIHEHUS 3a4a4u.

YT106bl NOCMOTPETL TEKYLLMIA CTATyC 3a4a4u, BbINOMHUTE 3amnpoc:
GET api/3.0/virtualization/tasks/<task ID>

3agava cuntaeTca 3aBepLUEHHON yCneLwHo, ecnu B OTBETE NapameTp "state” nmeet 3HayeHne
"Completed". Ecnu BO Bpems NpoBepku npousoLuna owmnbka, B oTBeTe napameTp "state” dyget
uMeTb 3HayeHue "Failed".

Mprmep ycneLwHoro BbINOMHEHNSA 3a4a4M Ha NPOBepKy NoANMHHOCTU obpasa SVM:

"id": "<task ID>",

"created": "<timestamp>",
"stateChanged": "<timestamp>",
"changed": "<timestamp>",

"state": "Completed",
"type": "ValidateSvmImage",
"stage": null,

"progress": 100,
"children": [],

"result": true
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Nony4yeHune nudopmauum ob
00beKTax MHPpPaCTPYKTYPHhI,
HeoOXoaAUMBLIX ONS
pa3BepTbiBaHua SVM

Mepen Havanom passepTbiBaHUA SVM BaM HY>HO NOMy4UTb MHOPMAaLIMIO O AOCTYMNHbIX
obbekTax BUPTyanbHOW MHPACTPYKTYpPbI 1 BbIbpaTe 0OBHEKTLI, KOTOPbIE Bbl YKaXXeTe B 3anpoce
Ha pasBepTbiBaHne SVM.

Mepen nonyyeHnem o6beKTOB MHADPACTPYKTYPbl peKOMeHAyeTCss 06HOBUTL nHopmaumio 06
WH(ppacTpyKType, 0COB6EHHO ecnn nHgpacTpykTypa gobaBneHa AaBHO.

[ns 3TOro BbINOMHUTE 3anpoc:
POST /api/3.0/infrastructures/<Id mHbpacTpykType>/refresh
B pesynbTate ycnewHoro BbINOHeHMs 3anpoca Bo3spaiyaetcs kog 200.

Mocne BbINOMHEHWS 3anpoca PeKOMEHAYETCs AOXAATbCA MOAKIIOYEHNS K MHAPACTPYKType, Kak
nocne gobaeneHusa nHdpacTpykTypbl (M. pa3gen "MNogknoyeHne CepBepa MHTerpauun K
BUPTYyarnbHOW NMHpacTpykType").

Mpoueaypa nony4yeHus ntHpopmaumm 06 o6bekTax nHdpacTpykTypbl Ha 6a3ze OpenStack
OTNM4YaeTCcsi OT CTaHAAPTHOW NpoLUeaypbl M onucaHa OTAESbHO.

Nony4yeHne nHpopmaumum o6 ob6BLEKTaxX
MHPPACTPYKTYpbI

Ansa nony4yeHns nHgpopmaumm 06 obbekTax MHPPACTPYKTYPb! Bbl MOXETE UCMONb30BaThb
criegyloLime 3anpochl:

e 3anpoc Ha nony4eHns cnmcka o6 beKTOB MHAPACTPYKTYPbI:

GET /api/3.0/infrastructures/<infrastructure ID>/objects
B aToM 3anpoce Bbl MOXETE UCMOSb30BaTh CrieaytoLne napaMmeTpb:

o [lapameTp "objectTypes". Ncnonb3ysa 3TOT napamMeTp, Bbl MOXETE 3anpallmBaTtb
06BbEKTbI TONBKO ONpeAeneHHbIX TUNOB. MNapamMeTp MOXET NpUHUMaTL 3HadeHus: Host,
VM, SVM. lNo ymonyaHuto napameTp MMeeT 3HavyeHue Host.

Hanpumep, Bbl MOXeTe 3anpocuTb CMMCOK rmnepBm3opoB 1 SVM:

GET /api/3.0/infrastructures/<infrastructure ID>/objects?cbjectTypes=Host+SVM

o [MapameTp "outputType". Micnonb3yst aTOT NapameTp, Bbl MOXETe 3anpalumBaTh
OrpaHUYEHHYO UMK NOJSHYO MHAdopmauuio 06 obbekTax. [NapameTp MOXeET NpUHUMATL
3HadeHusa Generallnfo, DetailedInfo. Mo ymonyaHuto napameTp MMeET 3Ha4YeHne
Generallnfo.

o [lapameTp "parentld". Vicnonb3ysi 3TO0T napameTp, Bbl MOXETE 3anpallinBaTb
NHdOpMaLMIo 0 Jo4epHMX 06bekTax ogHoro u3 obbekTos. B napameTp "parentld”
Heobxo4MMO Nepefatb OEHTUMUKATOP POAUTENBCKOrO OObEKTA.

Hanpumep, 4Tobbl NONy4YnThL NOMHYO MHOPMaLMIO 060 BCeX rmnepBu3opax, BUPTyanbHbIX
MawunHax n SVM, BbINonHUTE 3anpoc:

GET /api/3.0/infrastructures/<infrastructure
ID>/objects?objectTypes=Host+SVM+VM&outputType=DetailedInfo
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PeayanaTycnemHon)BunonHeHMﬂ3anpoca:

"locations": [
{
"id": "<hypervisor ID>",
"name": "<hypervisor name>",
"parentId": "<infrastructure ID>",
"state": "Started",

"resources": {
"networks": [
{
"id": "<network ID 1>",
"name": "<network name 1>"
}r
{
"id": "<network ID 2>",
"name": "<network name 2>"
}
1,
"storages": [
{
"id": "<storage ID 1>",
"name": "<storage name 1>",

"freeSpace": <storage free space 1>,

"id": "<storage ID 2>",
"name": "<storage name 2>",

"freeSpace": <storage free space 2>,

1y

"yms" : [

{
"id": "vM ID" ,

"name": "VM name",
"parentId": "<hypervisor ID>",
"state": "Enabled",
"networkAdapters": [
{
"id": "<network ID 1>",
"name": "<network name 1>"

}
1,

"isSvm": false

nidT. "yM ID" ,
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"name": "VM name",
"parentId": "<hypervisor ID>",
"state": "Enabled",
"networkAdapters": [
{
"id": "<network ID 1>",
"name": "<network name 1>"
}
1,
"isSvm": true

"svmVersion": "<svm version>"

e 3anpoc Ha nosnyyeHve MHopmaummn 06 ogHOM 0GbEKTE MO ero MaeHTUdUKaTopy:

GET /api/3.0/infrastructures/<infrastructure ID>/objects/<cbject ID>

B pesynbTaTe ycrnelHoro BbINOSIHEHUS 3anpoca Bo3BpallaeTcs nonHas nHopmaums oo
oaHoMm o6bekTe. Hanpumep, MHopMaUusi 0 BUPTYasibHOM MalUVHE:

"id": "yM ID" ,

"name": "VM name",
"parentId": "<hypervisor ID>",
"state": "Enabled",
"networkAdapters": [
{
"id": "<network ID 1>",
"name": "<network name 1>"

}
1,

"isSvm": false

Ecnu Bbl 3anpaluvBaeTe NosnHyo nHdopMaumio cpasy 060 Bcex obbekTax B 60nbLLMX
WHMPAaCTPYKTYypax, 3anpoc MOXET BbINOMHATLCS NPOA0IKUTENBHOE BpeMs. MoaTomy
peKoMeHAyeTCs UCNOSb30BaTh CreaAy Wi anroputM 3anpoca 06 bEKTOB MHAPACTPYKTYPbI:

1. 3anpocwuTe orpaHUYeHHyo MHOPMAaLMIO O TMMepBU3opax:

GET /api/3.0/infrastructures/<infrastructure
ID>/objects?objectTypes=Host&outputType=General Info

2. [ns runepBr3opoB, Ha KOTOPbLIX Bbl MNaHnpyeTe passepTtbiBaTe SVM, 3anpocuTte NomnHyto
NHpopmaumio:

GET /api/3.0/infrastructures/<infrastructure ID>/objects/<hypervisor ID>

3. Ecnu Hy>XHO NpoBepuTb, KakMe BUpTyarnbHble MalnHbl i SVM pasBepHyTbl Ha 3TOM
rmnepBu3ope, UCMNomb3ynTe B 3anpoce napameTp "parentld”, B KOTOpbIN NepegaeTcsi
nageHTnukaTop runepsusopa:

GET /api/3.0/infrastructures/<infrastructure ID>/cbjects?
objectTypes=VMt+SVMsoutputType=GeneralInfo&parentId=<hypervisor ID>
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Ecnu Bbl XOTUTE U3MEHWUTb KOHGUIypauuto SVM, 1 BaM HY>XHO MOSNYYnNTb CMMCOK CETEBbIX
ajanTepoB, HACTPOEHHbIX Ha SVM, 3anpocuTe nonHyto nHopmMaumio 06 SVM ¢ nomoLLbto
3anpoca Ha rnorny4eHue o4Horo oGbekTa no naeHTUgUKaTopy:

GET /api/3.0/infrastructures/<infrastructure ID>/cbjects/<SVM ID>

M3 cnncka nonyyYeHHbIX 0GbEKTOB MHAPACTPYKTYPbl BaM HY)XHO BbiGpaTh criegyrowne
napameTpbl, KoTopble ByayT MCNONb30BaTbCS B 3amnpoce Ha pa3eepTbiBaHun SVM:

<hypervisor ID> — ugeHTuukaTop runepsunsopa, Ha kotopom byaet pabotate SVM.

<storage ID> n3 anemeHTa "resources" -> "storages" B napameTpax BbibpaHHOro
rMnepem3opa — naeHTumKaTop xpaHunuilia Ha 3ToM rmnepeusope, B KOTOpom byaeT
passepHyTa SVM.

<network ID 1>, <network ID 2> 1 T.4. U3 anemMeHTa "resources" -> "networks" B
napameTpax BbibpaHHOro runepemsopa — aeHTUMKaTopbl BUPTYarnbHbIX CETEN, KOTOPbIE
Oyget ncnone3osate SVM.

Nony4yeHne uHdpopmaumnm o6 ob6bLEKTax
MHpaACTPYKTYpbI (MH(ppaACTPYKTYpbI HA Oa3se
OpenStack)

Ons nony4venns nHpopmauum 06 obbekTax MHPPaCTPYKTYpPbl Bbl MOXETE UCMONb30BaTh
crnepyoLimne 3anpochl:

3anpoc Ha nony4yeHns cnucka o6beKTOB NHAPPACTPYKTYPbI:

GET /api/3.0/infrastructures/<infrastructure ID>/objects
B aTom 3anpoce Bbl MOXeTe UCMONb30BaTh CrieayoLme napamMmeTphbl:

o [lapameTp "objectTypes". Nicnonb3ysa 3TOT napamMeTp, Bbl MOXeTe 3anpallnBaTtb
06BbEKTbI TONBKO ONpeAeneHHbIX TUNoB. MNapameTp MOXeT NpUHUMATL 3HaYEeHUS:
OpenstackDomain, OpenstackProject, VM, SVM. o ymonyaHuto napameTp umeet
3HaveHue OpenstackDomain+OpenstackProject.

Hanpwumep, Bbl MOXeTe 3anpocutb cnncok gomeHos OpenStack, npoektoB OpenStack
n SVM:

GET /api/3.0/infrastructures/<infrastructure
ID>/objects?object Types=OpenstackDomaint+OpenstackProject+SVM

o [lapameTp "outputType". Micnonb3ys 3aToT napameTp, Bbl MOXeTe 3anpallinuBaTtb
OrpaHUYEHHYO UMK NOJHY MHGopMauuio 06 obbekTax. NapameTp MOXET NpUHUMATL
3HadeHusa Generallnfo, DetailedInfo. Mo ymonyaHuto napameTp MMeET 3Ha4YeHne
Generallnfo.

o [lapameTp "parentld". Vicnonb3ysi 3TOT napameTp, Bbl MOXETE 3anpallnBaTb
MHopMaumno 0 AodepHNX obbekTax ogHOro n3 oobekToB. B napameTp "parentld”
HeobxoQMMo nNepefaTtb naeHTUMKaTOp POAUTENBCKOrO 0ObEKTA.

Hanpumep, 4To6Gbl NoNy4YnTh NOMnHYo MHdopMaumio 060 Bcex NpoekTax, AoMeHax
MHPPACTPYKTYpbl, BUPTYanbHbIX MaliMHax U SVM, BbINONHUTE 3anpoc:

GET /api/3.0/infrastructures/<infrastructure
ID>/objects?dbjectTypes=OpenstackDomain+OpenstackProject+SVM+VMsoutputType=Detail
edInfo

PeayanaT yCneLwHoro BbINMoJIHeHNA 3anpoca:

"locations": [
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"id": "<domain ID>",
"name": "<domain name>",

"parentId": "<infrastructure ID>",

"id": "<project ID>",

"name": "<project name>",
"parentId": "<domain ID>",
"resources": {
"networks": [
{
"id": "<network ID>",
"name": "<network name>"
}
1y
"volumeTypes": [
{
"id": "<volume type ID>",
"name": "<volume type name>"
}
1y
"securityGroups": [
{
"id": "<security group ID>",
"name": "<security group name>"
}
1,
"serverGroups": [
{
"id": "<server group ID>",
"name": "<server group name>"
}
1,
"flavors": [
{
"id": "<flavor ID>",
"name": "<flavor name>",
"vCpus": 1,

"ramInMegabytes": 2048,
"diskInGigabytes": 10,
"suitableForSvmVersions": [
"5.2",
"6.2"

}
I

"availabilityZones": [
{

"name": "<availability zone name>"
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}
1y
"vms": [
{
"id": "vM ID",
"name": "VM name",
"parentId": "<project ID>",
"state": "Enabled",
"networkAdapters": [
{
"id": "<network ID>",
"name": "<network name>",
"securityGroups": [
{
"id": "<security group ID>",

"name": "<security group name>"

}
1y

"isSvm": false

"id": "vM ID",
"name": "VM name",
"parentId": "<hypervisor ID>",
"state": "Enabled",
"networkAdapters": [
{

"id": "<network ID 1>",

"name": "<network name 1>",

"securityGroups": [

{
"id": "<security group ID>",

"name": "<security group name>"

}
1,
"isSvm": true

"svmVersion": "<svm version>"

e 3anpoc Ha nony4eHne nHgopmaumm o6 ogHOM 06BHEKTE MO ero NAeHTUPUKaTopPY:

GET /api/3.0/infrastructures/<infrastructure ID>/objects/<cbject ID>

B pesynbTaTte ycneLHoro BbINofHeHWs 3anpoca Bo3BpallaeTcs nonHasi MHgpopmauusa ob
ogHOM obbekTe. Hanpumep, nHdopmaums 0 BUpTyanbHON MalUnHe:
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"id": "M ID",

"name": "VM name",
"parentId": "<hypervisor ID>",
"state": "Enabled",
"networkAdapters": [
{
"id": "<network ID 1>",
"name": "<network name 1>"

}
1,

"isSvm": false

Ecnu BbI 3anpawmBaeTe nonHyo MHopmMauuio cpady 060 Bcex 06bekTax B 6onbLumx
WH(PACTPYKTypax, 3anpoc MOXeT BbINOMHATECA NPOAOIKUTENbHOE BpeMs. [oaTomy
pekomeHayeTCst MICNoMb30BaTb CReAyoLWni anropntM 3anpoca 06bekToB NHAPPACTPYKTYPbI:

1.

3anpocute orpaHMYeHHy0 MHOPMAaLINIO O AOMEHaX U NPoeKTax:

GET /api/3.0/infrastructures/<infrastructure
ID>/objects?abjectTypes=OpenstackDomain+OpenstackProject&outputType=GeneralInfo

[ns npoekToB, B pamkax KOTOpbIX Bbl NraHWpyeTe pa3sepTbiBaTb SVM, 3anpocuTe nonHyio
nHdopmaumio:

GET /api/3.0/infrastructures/<infrastructure ID>/objects/<project ID>

Ecnu HyXHO NpoBEpUTL, Kakue BUPTYyasbHble MallMHbl unun SVM ecTb B 3TOM NpoekTe,
ucnonb3ynte B 3anpoce napameTp "parentld", B KoTopbI NnepegaeTcs naeHTudukaTop
npoekra:

GET /api/3.0/infrastructures/<infrastructure ID>/objects?
objectTypes=VM+SVM&outputType=General Info&parentId=<project ID>

Ecnu Bbl xoTUTE n3MeHnTb KoHurypauuio SVM, n Bam Hy>KHO NONy4UTb CINCOK CETEBbIX
aganTepoB, HaCTpoeHHbIX Ha SVM, 3anpocuTte nonHyto nHgopmaumo 06 SVM ¢ nomoLubio
3anpoca Ha nonyveHne ogHoro obbekTa No ngeHTudmkatopy:

GET /api/3.0/infrastructures/<infrastructure ID>/objects/<SVM ID>

M3 cnncka nony4eHHbIX 06 EKTOB MHADPACTPYKTYPbl BaM HYXXHO BbiGpaTh cneaytoLlme
napameTpbl, KOTOpble OyayT UCMONBb30BAaTLCS B 3anpoce Ha pa3BepTbiBaHUM SVM:

<project ID> — ngeHtncmrkaTop npoekra OpenStack, Ha koTopom ByaeTt padotatb SVM.

<flavor ID> 13 anemeHTa "resources" -> "flavors" B napameTpax BbIOpaHHOro NpoekTa
OpenStack — ngeHTMdukaTop TMna BUPTyanbHON MalUVHbI (TUNa UHCTaHca), KOTOPbIN
onpegenset 06beM onepaTUBHON NaMATH, pa3Mep AMCKa, KONMYECTBO sAep npoLleccopa u
Apyrve napameTpbl CO34aBaemMol BUPTyanbHON MallmnHbl. Y6eamTech, YTO BblOpaHHbIA TUN
BMPTYyasribHOM MalUMHbLI COOTBETCTBYET pekoMeHgaumam crneymanuctos "flabopatopun
Kacnepckoro" no BelgeneHuto pecypcoB ansg SVM 4To OH yooBnNeTBOPSAET MUHUMATTbHbBIM
TpeboBaHuaM anga padoTtsl SVM.

<network ID> 13 anemeHTa "resources" -> "networks" B napameTpax BblIOpaHHOro npoekTa
OpenStack — ngeHTMdMKaTOP BUPTYanbHOM ceTn, koTopyto SVM BGyaeT ucnone3oBathb 45is
cBsA3m ¢ Jlerkumm areHTamu, CepBepoM MHTerpaumum u Cepeepom agMUHUCTPUPOBaAHUS
Kaspersky Security Center. Bol MOxeTe BbIbpaTbh 0QHY UM HECKONBLKO ceTen. Ecnu
TpebyeTcs, AN KaXOon ceTy Bbl MOXETE BblOpaTh OAHY U Heckonbko pynn
6e3onacHocTu (<security group ID> 13 anemeHTa "resources" -> "securityGroups" B
napameTpax npoekrta OpenStack).
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e <volume type ID>, <server group ID>, <availability zone name> 13 anemeHTa "resources"B
napameTpax BblibpaHHoro npoekrta OpenStack — Heobsi3aTenbHble NapameTpbl, Bbl MOXETE
yKasbiBaTb 1x Npu passepTtbiBaHnn SVM, ecnu TpebyeTcs.

MoppobHee o napameTpax passepTbiBaHna SVM B nHdpacTpykTtypax Ha 6a3e OpenStack cm. B
cnpaBke Kaspersky Security anst BupTyanbHbix cpef Jlerkum areHt
(https://support.kaspersky.com/KSVLA/6.2/ru-RU/74377.htm).
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Pa3BepTtbiBaHne SVM B
BUPTYaribHOU MHpPaACTPYKType

Mepen HadanoMm paseepTbiBaHNS SVM BaM HY>XHO BbIMONHUTL CrieaytoLLme npouenypsl:

1. HactpouTb nogkntodeHne CepBepa MHTerpauum K BUpTyanbHOW MHPaCTPYKTYpE.

2. [obaButb cepTudmkaT BUPTYanbHOW MHPPaACTPYKTYpPbl B CMIUCOK JOBEPEHHbIX
ceptucukatoB CepBepa MHTErpauun.

3. TMonyuntb cnncok o6 beKTOB BUPTYarbHOW MHPPACTPYKTYpbl, HE06X0ANMbIX AnSs
pa3BepTbiBaHMs SVM.

4. 3apeructpupoBaTtb obpasbl SVM Ha CepBepe UHTerpaumm.

Mpouenypa passepTbiBaHna SVM ansa nHdpactpyktyp Ha 6ase OpenStack otnmyaetcs ot
CcTaHOapTHONM Npoueaypbl 1 OnucaHa oTAEeNbHO.

3anpoc Ha pa3BepTbiBaHue SVM

YUTto6bl passepHyTb SVM, BbINONHUTE 3anpoc:
POST /api/3.0/management/deployment/svm/

B Tene 3anpoca ykaxuTte criegyroLime napameTpbi:

"threadsCount": "<number of SVM>",
"image": {
"id": "<SVM image ID>",
"skipCheckIntegrity": "<skip check: true | false>",

"localization": "<SVM image localization>"
bo
"svms": [
{
"svmSettings": {
"name": "<SVM name>",
"ksc": |
"address": "<KSC address>",

"port": "<KSC port>",
"sslPort": "<KSC SSL port>",

"language": "<KSC localization>"
o
"users": {
"root": {
"allowSshAccess": "<SSH access: true | false>",
"password": "<root user password>"
b
"klconfig": {
"password": "<klconfig user password>"
}
o
"dns": {
"main": "<DNS IP>",

PassepmbisaHue SVM 8 supmyarnbHoU uHgpacmpykmype — 30



"alternative": "<alternative DNS IP>"
}
by

"deploymentInfo": {
"type": "host",
"target": {
"infrastructureId": "<infrastructure ID>",
"location": {
"id": "<hypervisor ID>"

}
by
"settings": {

"storageId": "<storage ID>",
"networks": [
{
"id": "<network ID>",

"vlanId": "<VLAN ID>",

"isPrimary": <primary network: true | false>,
"type": "<IP addressing: static | dynamic>",
"ipAddress": "<SVM IP>",

"mask": "<subnet mask>",

"gateway": "<gateway>"

e <number of SVM> — konunyectBo SVM, koTopble 6yayT pasBopaynBaTbCs OAHOBPEMEHHO.

e <SVM image ID> — ngeHtuncukatop obpasa SVM. Bbl MoxxeTe nony4mTb 3T0T
naeHTMdmMKaTop B pe3ynbTaTe BbiNOMHEHNS 3anpoca Ha permctpauuto obpasa SVM.

e <skip check: true | false> — Hy)xHO N NponyckaTb NPOBEPKY NOAMHHOCTN 0bpa3a nepen
Hayanom pasBepTbiBaHMA SVM: true — nponyckaTb NPoBepKy, false — BbINONHATE NPOBEPKY .
lMpoBepKy MOXHO NPONYCTUTb, ECNN Bbl BbINOTHAMN 3aNPOC Ha NMPOBEPKY MNOAJTIMHHOCTY
obpasa SVM nocne pernctpaunm obpasa SVM Ha CepBepe nHterpauum (CMm. pasgen
"MpoBepka nognuHHoctn obpasa SVM").

e <SVM image localization> — nokanusauus, kotopas 6yget ncnonb3oBaTbCH AN
perucTpaumu obpasa B UHPaCTPYKType.

e <SVM name> — umsa SVM, koTopoe byaeT ncnonb3oBaTbcs B MHAPACTPYKTYpPE.

e "ksSc" — B 39TOM anemeHTe ykaxuTe napameTpbl nogknoyeHns SVM k Cepsepy
agMuHucTpupoBaHus Kaspersky Security Center:

e <KSC address> — agpec yCTponcTBa, Ha KOTOpoM ycTaHoBneH Cepsep
agMunHucTpupoBaHus Kaspersky Security Center.

e <KSC port> — nopT gnsa nogkntoveHna SVM k CepBepy agMUHUCTPUPOBaHUSA
Kaspersky Security Center.
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e <KSC SSL port> — nopt gns nogknodyeHns SVM k CepBepy agMUHUCTPUPOBAHUS
Kaspersky Security Center ¢ ucnonssosannem SSL-cepTudukaTta.

o <KSC localization> — nokanusauns Kaspersky Security Center.
"users" — B 3TOM 3fIeMEHTE YKaXuTe napameTpbl y4eTHbIX 3anucen Ha SVM:

e <SSH access: true | false> — Hy>kHO N pa3pewnTb yaaneHHbIn goctyn k SVM yepes
SSH nog y4eTHoM 3anuckto root: true— paspelwwmnTs, false — 3anpetuTs.

e <root user password> — naponb none3oBartens root, 3aK0AUPOBaHHbLIN METOA0M
Base64.

e <Klconfig user password> — naponb nonb3osartens kiconfig, 3akogupoBaHHbIN METOOOM

Base64.

"dns" — B 3TOM 3f1IEMEHTE BaM HYXXHO yka3aTb IP-agpeca DNS-cepBepoB, ecnu ansa SVM
ucnonb3yetca cratnyeckas IP-agpecaums. B cnyvyae ncnonb3oBaHusa guHamudeckon IP-
agpecaunm (DHCP) 310 Heobsi3aTenbHbIN napameTp.

e <DNS IP> - IP-agpec DNS-cepsepa.
e <alternative DNS IP> — IP-agpec anbTtepHaTtnsHoro DNS-cepsepa.

"deploymentInfo" — B 3TOM anemMeHTe ykaxute napaMeTpbl pacnosnoxeHust Hoeo SVM B
nHdpacTpykType. MoeHTudmnkaTopbl 06 EKTOB MHPPACTPYKTYPbI Bbl MOXETE MOSyYnUTb B
pesynbTaTte BbINOMHEHWs 3anpoca Ha Nony4YeHne cnmcka 06 bLEKTOB UHPPACTPYKTYpbI.

"type" — Tmn o6beKTa MHPPACTPYKTYphbl, rae pacnonoxeHa SVM. 3HadeHne napameTpa
JOMKHO 6bITb "host".

<infrastructure ID> — ngeHTUUKaTOP NHPPACTPYKTYPHLI.
<hypervisor ID> — ngeHTMdUKaTOP rMNepemn3opa, Ha KoTopom OyaeT passepHyTa SVM.
<storage ID> — ngeHTMdUKaTOP XpaHUnILLA Ha 3TOM rMnepBu3ope.

"networks" — B 3TOM 3MNEMEHTE YKaXuUTe CMMCOK CETEN, KOTOopble ByaeT ncnonb3oBaThb
SVM.

e <network ID> — ngeHTudunkatop ceTu.

e <VLAN ID> — ngeHtudumkatop VLAN. HeobsasatenbHbIn napameTp. Bol MoxeTe
yKasblBaTb 3TOT NapamMeTp, ecnu Bbl pa3sopaynsaete SVM B BUpTyanbHOW
WH(ppacTpykType Ha nnaTtgopme Microsoft Hyper-V.

e <primary network: true | false> — npusHak, 4To ceTb ABNAETCH OCHOBHOW. Ecnu BbI
yKasanu ofHy ceTb, OHa A0IMKHa OblTb OCHOBHOW. ECnn yka3aHO HECKONbKO CETEMN,
TONbKO OAHA U3 HUX LOIMKHA OblTb OCHOBHOW.

e <IP addressing: static | dynamic> — Tun IP-agpecauuun gns SVM: static —
cratudeckas IP-agpecauus, dynamic — guHamumyeckas IP-agpecaumsa (DHCP).

e <SVM IP>, <subnet mask>, <gateway> — napameTpbl cTatudeckown |P-agpecauuu:
IP-agpec SVM, macka noacetu, wnto3. [MapameTpbl HYXXHO yka3aTb, eCriu Bbl
BbIOpanu ctaTuyeckyto IP-agpecaumto gns SVM ("type™: "static").

C nomolLLbto 3anpoca Ha pa3BepTbiBaHWE Bbl MOXETE pa3BopaymnBaTh cpady Heckonbko SVM B
HEeCKOIbKMX UHbpacTpykTypax. [ns passepTbiBaHmsa ogHon SVM Ha oguH runepsusop B Tene
3anpoca Hy>HO yka3aTb TONbKO OAWH rmnepeu3op n ogHy SVM.

B pesynbTaTte BbINOMHEHUS 3anpoca Ha pa3BepTbiBaHMe SVM co3faeTcs 3agada tuna
DeployMultipleSvm. Mpouecc paseepTbiBaHnss SVM 3aHMMaeT HEKOTOPOE BPEMSI, BAM HY>KHO
AOXOaTbCs OKOHYaHWUS BbINOMHEHMA 3agaym (cm. pasgen "3agava passepTbiBaHus SVM'Y).
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3anpoc Ha pa3BepTbiBaHue SVM
(vHdpacTpykTypbl Ha 6a3e OpenStack)

Y106kl pa3eepHyTb SVM B MHGpacTpykType Ha 6a3ze OpenStack, BbinonHWTe 3anpoc:

POST /api/3.0/management/deployment/svm/

B Tene 3anpoca ykaxuTte cnegyrwme napameTpbl:

"threadsCount": "<number of SVM>",
"image": {
"id": "<SVM image ID>",
"skipCheckIntegrity": "<skip check: true | false>",
"localization": "<SVM image localization>"
by
"svms": [
{

"svmSettings": {

"name": "<SVM name>",
"ksc". {
"address": "<KSC address>",

"port": "<KSC port>",
"sslPort": "<KSC SSL port>",

"language": "<KSC localization>"
}
"users": {
"root": {
"allowSshAccess": "<SSH access: true | false>",
"password": "<root user password>"

e
"klconfig": {

"password": "<klconfig user password>"
}
s
"dns": |
"main": "<DNS IP>",
"alternative": "<alternative DNS IP>"

}
b
"deploymentInfo": {
"type": "openstackProject",
"target": {
"infrastructureId": "<infrastructure ID>",
"location": {
"id": "<project ID>"

o

"settings": {
"flavorId": "<flavor ID>",
"volumeTypeId": "<volume type ID>",

"availabilityZoneName": "<availability zone name>",
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"serverGroupId": "<server group ID>",
"networks": [
{
"id": "<network ID>",
"ports": [
{
"isPrimary": <primary network: true | false>,
"type": "<IP addressing: static | dynamic>",
"ipAddresses": [
"<network IP>"
1y
"mask": "<subnet mask>",
"gateway": "<gateway>"
"vlanId": "<VLAN ID>,
"portSecurityEnabled": true,
"securityGroupIds": [

"<security group ID>"

roe:
e <number of SVM> — konunyectBo SVM, koTopble 6yayT pasBopaynBaTbCs OAHOBPEMEHHO.

e <SVM image ID> — ngeHTtuncpukatop obpasa SVM. Bbl MoxxeTe nony4mTb 3T0T
naeHTudmKaTop B pesyrnbTaTe BbINOMHEHUS 3anpoca Ha pernctpauuio obpasa SVM.

e <skip check: true | false> — Hy)xHO N NnponyckaTb NPOBEPKY NOANMHHOCTYN 0bOpa3a nepen
Hayanom passepTbiBaHMs SVM: true — nponyckaTb NPoBepky, false — BbINOMHATL NPOBEPKY.
MpoBepKy MOXHO NPONYCTUTL, ECNN Bbl BbINONHUN 3aNpOC Ha NPOBEPKY NOASTMHHOCTM
obpasa SVM nocne pernctpaunm obpasa SVM Ha CepBepe nHterpaumm (CM. pasgen
"MpoBepka nognuHHoctn obpasa SVM").

e <SVM image localization> — nokanusauus, kotopas 6yget ncnonb3oBaTbCH AN
perucTpaumu obpasa B UHPaCTPYKTYpe.

e <SVM name> — umsa SVM, koTopoe byaeT ncnonb3oBaTtbcsl B MHAPACTPYKTYpPeE.

e "ksc" — B aTOM anemeHTe ykaxute napameTpbl noakntodeHns SVM k Cepsepy
agMuHucTpupoBaHus Kaspersky Security Center:

e <KSC address> — agpec yCTpOWCTBa, Ha KOTOpOM ycTaHoBreH Cepaep
agMuHucTpupoBaHus Kaspersky Security Center.

e <KSC port> — nopT gnsa nogknoveHna SVM k CepBepy agMUHUCTPUPOBaHUSA
Kaspersky Security Center.

e <KSC SSL port> — nopt gns nogkntodyeHusa SVM k CepBepy agMUHUCTPUPOBAHUS
Kaspersky Security Center ¢ ucnonb3oBaHnem SSL-cepTudumkaTa.

e <KSC localization> — nokanunsaums Kaspersky Security Center.
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e users" — B 3TOM 3fIEMEHTE YKaXnte napameTpbl y4eTHbIX 3anncen Ha SVM:

e <SSH access: true | false> — HyxHO Nn paspewnTb yaaneHHbl goctyn kK SVM vepes
SSH nopg y4eTHoM 3anuceto root: true— paspeLwwnTs, false — 3anpeTuTs.

e <root user password> — naponb none3oBartens root, 3aK0AUPOBaHHbIN METOA0M
Base64.

e <klconfig user password> — naponb none3oBartens klconfig, 3akoagnpoBaHHbIN METOAOM
Baseb64.

e "dns"— B 3TOM aneMeHTe BaM Hy>HO yka3aTtb IP-agpeca DNS-cepBepos, ecnu agns SVM
ucnonb3yeTtcsa ctatnyeckas |IP-agpecauuns. B cnyvyae ncnonb3oBaHusa guHammudeckon IP-
agpecaumm (DHCP) 310 Heobsi3aTenbHbIN NapameTp.

e <DNS IP> - IP-agpec DNS-cepBepa.
e <alternative DNS IP> — IP-agpec anbTtepHaTtnsHoro DNS-cepsepa.

e "deploymentinfo" — B 3TOM anemeHTe ykaxxuTe napameTpbl pacnonoxeHuns Hoson SVM B
nHdpacTpyktype. NaeHTudukaTopbl 06bEKTOB MHAPACTPYKTYPbI Bbl MOXETE NOMyUYnTh B
pesynbTaTte BbINOMIHEHWS 3amnpoca Ha NofyvyeHne cnmcka o6 beKTOB MHAPACTPYKTYpPbI Ha
6a3e OpenStack.

e "type" — TMn obbekTa UHpPACTPYKTYphI, rae pacnonoxeHa SVM. 3HadeHne napameTpa
OOIMKHO ObITh "openstackProject".

e <infrastructure ID> — ngeHTUMKaTOP NHPPACTPYKTYPbI.

e <project ID>— ngeHtudpumkatop npoekrta OpenStack, B pamkax kotoporo byget
passepHyTa SVM.

o <flavor ID> — ngeHTncurkaTop TUNa BUPTYanbHOM MallunHbI (TUMNa MHCTaHca).

o <volume type ID>, <availability zone name>, <server group ID> — Heobs3aTenbHbIE
napamMmeTpbl, Bbl MOXETE yKasbiBaTb X Npu pa3sepTbiBaHuM SVM, ecnn TpebyeTcs.
MoppobHee o napameTpax passepTbiBaHnsa SVM B MHpacTpykTypax Ha 6asze
OpenStack cMm. B cnpaske Kaspersky Security ona suptyansHbix cpef Ilerkuin areHT
(https://support.kaspersky.com/KSVLA/6.2/ru-RU/74377 .htm).

e "networks" — B 3TOM 3NIEMEHTE yKaXuTe CMNCOK CETEW, KOTopble GyAeT ucnonb3oBaTtb
SVM.

e <network ID> — ngeHTudumkaTop ceTu.

e "ports" — anemeHT cCoAepXUT NapaMeTpbl CeTeBbIX afanTepoB Ansa ceTu. Bol
MOXeTe 3ajaBaTb HECKOSbKO CeTEBbLIX afanTepoB AN OAHOMW CETU.

e <primary network: true | false> — npusHak, 4To ceTb ABNAETCH OCHOBHOW. Ecnu
Bbl yKa3anu ogHy CeTb, OHa AOmKkHa 6bITb OCHOBHOWN. Ecnn yka3aHO HECKOMBKO
ceTen, TONbKO OfHa U3 HUX AOMMKHa ObiTb OCHOBHO.

e <|P addressing: static | dynamic> — tun IP-agpecauun ana SVM: static —
cTaTnyeckas IP-agpecaums, dynamic — guHamunyeckas IP-agpecaumsa (DHCP).

e <network IP> — cnncok IP-agpecoB ans ceTeBoro agantepa.
e <VLAN ID> — ngentudukatop VLAN.

e <subnet mask>, <gateway> — napameTpbl cTaTnyeckon IP-agpecauuu: IP-
agpec SVM, macka nogceTw, wnto3. [NapameTpbl HY>KHO yka3aTb, €Cnv Bbl
BblOpanu ctatudeckyto IP-agpecaunio ana SVM (“"type": "static").

e  <security group ID> — cnucok ['pynn 6e3onacHoCTH, koTopble OyayT
ncnonb3oBaTbCs A5 CETEBOro agantepa. Ecnu Bbl ykasanu aToT napameTp,
Takke TpebyeTca ykasatb "portSecurityEnabled": true.
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C nomoLbto 3anpoca Ha pa3BepTbiBaHME Bbl MOXETE pa3BopaynBaTh cpasy Heckonbko SVM B
pamKax Heckosbkux npoektoB OpenStack. [ns passepTbiBaHus ogHo SVM B Tene 3anpoca
HY)XHO yKa3aTb TOJIbKO oauH npoekT OpenStack u ogHy SVM.

B pesynbTate BbINONHEHUA 3anpoca Ha pa3sepTbiBaHne SVM co3gaeTcs 3agada tuna
DeployMultipleOpenStackSvm. Npouecc pa3sepTbiBaHss SVM 3aHMMaeT HEKOTOPOE BpeMs,
BaM HY>XHO JOXAAaTbCA OKOHYaHMS BbINONHEHWUS 3a4aun (CM. pasgen "3agaya pasBepTbiBaHUS
SVM").

3apava pas3BepTtbiBaHusa SVM

B anemeHTe "children" 3agaum passepTtbiBaHua SVM ans kaxgon SVM ectb nogsagaya tmna
DeploySvm (unun DeployOpenStackSvm — ans nHdpactpyktyp Ha 6a3e OpenStack). Nogsagay
MOXeT ObITb HECKONbKO, B 3aBMCUMOCTM OT Konnyectea SVM B 3anpoce Ha pa3BepTbiBaHNE
SVM. lNoasagaym 3anyckatoTcs 0AHOBPEMEHHO unn nocnegosartensHo. Konnyectso
O[HOBPEMEHHO 3anyckaembix NoA3azad 3aBUCUT OT 3HAYeHUs1 NnapaMeTpa threadsCount.

Mocne Havana pasBepTbiBaHMsA B nog3agadax DeploySvm (unu DeployOpenStackSvm)
NosiBNSATCA Waru passepTrbiBaHusa — 3agayun tuna DeploySvmStep, koTopbie BbINOMHAIOTCS
nocnegoBaTenbHO.

Mpumep 3agaum passepTbiBaHua SVM B MHdpacTpykType Ha 6ase OpenStack:

"id": "<TASK ID>",
"created": "<timestamp>",
"stateChanged": "<timestamp>",
"changed": "<timestamp>",
"state": "Running",
"type": "DeployMultipleOpenStackSvm",
"progress": O,
"children": [
{
"id": "fc3ebaeb-dloc-4c86-9756-cb6f5d63ad6a’,
"created": "<timestamp>",
"stateChanged": "<timestamp>",
"changed": "<timestamp>",
"state": "Running",
"type": "DeployOpenStackSvm",
"progress": O,
"parentId": "2a76b873-5d2e-4150-9111-ee2988£e5305",

"parameters": [
{
"key": "infrastructureId",
"value": "Infrastructure Id"

"key": "hostId",

"value": "Host Id"

"key": "svmName",

"value": "SVM name"
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"key": "svmId",
"value": "SVM id"
b
{
"key": "svmIpAddress",
"value": "SVM IP address"
}
1,
"result":{"svmId":"<SVM ID>"}
"children": [
{
"id": "ebbd2180-d275-435e-95ec-5p9d8316332d",
"created": "<timestamp>",
"stateChanged": "<timestamp>",
"changed": "<timestamp>",
"state": "Running",
"type": "DeploySvmStep",
"progress": 100,
"parentId": "fc3ebaeb-dl6c-4c86-9756-cb6f5d63ad6a",
"parameters": [
{
"key": "deployStepName",

"value": "UploadSvmImage"

1,
"children": T[],

"result": true

3apava pa3BepTbiBaHNUA 3aHMMAET HEKOTOpPOE BpeMsd, BaM HYXXHO A0OXOATbCA ee 3aBepLUeHUs.

YT106bl NOCMOTPETL TEKYLLMIA CTaTyC 3afa4u, BbINOMHUTE 3amnpoc:
GET api/3.0/virtualization/tasks/<task ID>

3agada cuntaeTcs 3aBepLUEHHOW YCMELLHO, eCNK B OTBETE napameTp "state" umeet 3HayeHne
"Completed". lNocne ycnewHoro 3aBepLueHus 3agaym B none "result":{"svmlid":"<SVM ID>"}

nosiBUTCA ngeHtudumkatop cosgaHHon SVM B nHdppacTpykType.
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N3MeHeHne KoHurypauum
pasBepHyTbIX SVM

C nomoLLbo NpoLueaypbl M3MEHEHNS KOHPUIypauun Bbl MOXETE U3MEHSITb criegyoLme
napameTpbl pa3BepHyTbiX SVM:

Pexum yaaneHHoro goctyna k SVM yepes SSH.

Cnuncok BupTyanbHbIX ceTel, koTopble SVM ncnonb3yloT ans cesasu ¢ JIerkumm areHtamu,
CepepomM mHTerpaunm n Cepsepom agmuHuctpupoBaHusa Kaspersky Security Center, n
napameTpsbl IP-agpecaumm ana SVM.

IP-agpeca DNS-cepBepos.

MapameTpbl nogkntoveHna SVM k CepBepy agmuHncTpupoBanusa Kaspersky Security
Center.

Maponb KOHMUIypMpoBaHNS 1 Naposnb YY4EeTHON 3anncu root.

Mpoueaypa nameHeHus koHdurypauum SVM gns tHgpacTpykTyp Ha 6ase OpenStack
oTnnyaeTcd oT CTaHﬂ,apTHOVI npouenypbl 1 onncaHa oTaesbHO.

3anpoc Ha nameHeHue KoHdwurypauum SVM

YT106b! U3MEHUTL KOHDUrypaumio SVM, BbINONHWUTE 3anpoc:

PUT /api/3.0/management/deployment/svm/

B Tene 3anpoca ykaxuTte criedyroLime napameTpsbi:

"threadsCount": "<number of SVM>",

"svms": [
{
"svmSettings": {
"password": "<klconfig user password>",
"ksc": |
"address": "<new KSC address>",

"port": "<new KSC port>",
"sslPort": "<new KSC SSL port>",

"language": "<KSC localization>"
}r
"users": {
"root": {
"allowSshAccess": "<SSH access: true | false>",
"password": "<new root user password>"
b
"klconfig": {
"password": "<new klconfig user password>"
}
b
"dns": {
"main": "<new DNS IP>",
"alternative": "<new alternative DNS IP>"
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}
b
"deploymentInfo": {
"type": "host",
"target": {
"infrastructureId": "<infrastructure ID>",
"svmId": "<SVM ID>",
"location": {
"id": "<hypervisor ID>"
}
b
"settings": {
"networks": [
{
"id": "<network ID>",
"vlanId": "<VLAN ID>",
"isPrimary": <primary network: true | false>,
"type": "<IP addressing: static | dynamic>",
"ipAddress": "<SVM IP>",
"mask": "<subnet mask>",

"gateway": "<gateway>"

roe:

e <number of SVM> — konu4yectBo SVM, KOH(pUrypaums Kotopbix ByaeT nameHaTbCA
OQHOBPEMEHHO.

e <Klconfig user password> — Tekywwmn naponb nons3osatens klconfig, koTopbii 661N co3aaH
BO BpeMs pa3BepTbiBaHusa SVM. MNaponb gomkeH 6biTb 3akognpoBaH MeTogom Base64.

e "ksc" — Heobsi3aTenbHLIN 3reMeHT. Ecnv Bbl XOTUTE U3MEHUTb NapaMeTpbl NOAKMTHYEHUS
SVM k Cepeepy agMuHucTpupoBaHus Kaspersky Security Center, ykaxxuTe HOBble
napameTpbl B 3TOM 3f1EMEHTE;

e <KSC address> — agpec yCTponcTBa, Ha KOTOpoM ycTaHoBrneH Cepsep
agMuHucTpupoBaHus Kaspersky Security Center.

e <KSC port> — nopT gnsa nogknoveHna SVM k CepBepy agMUHUCTPUPOBaHUSA
Kaspersky Security Center.

e <KSC SSL port> — nopt gnsa nogknioyeHns SVM k Cepsepy agMUHUCTPUPOBaHNUS
Kaspersky Security Center ¢ ucnonosoannem SSL-cepTudumkaTa.

e <KSC localization> — nokanunsaumus Kaspersky Security Center.

e "users" — HeobsA3aTeNbHbIN 3reMeHT. Ecnn Bbl XOTUTE N3MEHUTb napamMmeTpbl Y4ETHbIX
3anucen Ha SVM, YKaXunTe HOBbl€ NapaMeTpbl B 3TOM 3J1IEMEHTE!

e <SSH access: true | false> — Hy>kHO N paspeLwnTb yaaneHHbIn goctyn k SVM vepes
SSH nopg y4eTHoM 3anucbto root: true— paspewwnTs, false — 3anpeTuts.
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e  <root user password> — HOBbI MapOofb NONb3oBaTens root, 3aK0OAMPOBaHHbIA METOAOM
Base64.

e <Klconfig user password> — HoBbI Naponb nonb3osaTens kiconfig, 3akoaMpoBaHHbIN
meToaom Base64.

e "dns" — ecnu Bbl XOTUTE U3MeHnTb |IP-agpeca DNS-cepBepoB, ykaxute HoBble IP-agpeca B
aTom anemeHTe. |IP-agpeca DNS-cepBepoB TpebyeTcs ykasaTb, ecnm ans SVM
ucnonbsyetca ctatnyeckas |IP-agpecauums. B cnyvae ncnonb3oBaHusa guHamudeckon IP-
agpecaumm (DHCP) 310 Heobsi3aTeNbHbLIN NapameTp.

e <DNS IP> — IP-agpec DNS-cepgepa.
e <alternative DNS IP> — IP-agpec anbtepHaTtnBHoro DNS-cepsepa.

e "deploymentinfo" — anemeHT cogepxuT napameTpbl pacnonoxeHuns SVM B
WH(ppacTpyKType:

e "type" — TMn obbekTa UHpPACTPYKTYphbl, rae pacnonoxeHa SVM. 3HadeHne napameTpa
[OMKHO 6bITh "host".

e <infrastructure ID> — ngeHTudrkaTop NHPPaCTPYKTYpbl, B KOTOPO pa3BepHyTa SVM.
e <SVM ID> - ngeHtndukatop SVM.
e <hypervisor ID> — ngeHTncmkaTop runepensopa, Ha KoTopom passepHyta SVM.

o "networks" — Heobsa3aTenbHbIM aNemMeHT. Ecnv Bbl XOTUTE M3MEHUTbL CMUCOK CETEMN,
KoTopble ncnonbdyet SVM, ykaxxmTe HOBble NapaMeTpbl B 3TOM 3fIEMEHTE:

e <network ID> — ngeHTucunkatop ceTu.

e <VLAN ID> - ngentudgukatop VLAN. Bbl MOXeTe yKkasbiBaTb 3TOT NapameTp, ecnu
Bbl pa3BopadyvBaete SVM B BUpTyanbHOW MHPaCTPYKType Ha nnatdopme
Microsoft Hyper-V. Heobsa3aTtenbHbI napameTp.

e <primary network: true | false> — npuaHak, 4TO ceTb ABNAE€TCA OCHOBHOW. Ecnu Bbl
ykasanu ogHy ceTb, OHa AOMmMKHa ObITb OCHOBHOW. ECnn yka3aHO HECKOMNbKO ceTewn,
TONbKO OAHA 13 HYX AOSKHA OblTb OCHOBHOMN.

e <IP addressing: static | dynamic> — tun IP-agpecauunn ana SVM: static —
cratudeckas IP-agpecauus, dynamic — guHamuyeckas IP-agpecauusa (DHCP).

e <SVM IP>, <subnet mask>, <gateway> — napameTpbl cTatudeckown |P-agpecauuu:
IP-agpec SVM, macka nogceTtw, wnto3. [NapameTpbl HY>KHO YKasaTb, eCnu Bbl

BblOpanu ctatudeckyto IP-agpecauuto ana SVM ("type": "static").

B pesynbTaTe BbINOMHEHMS 3anpoca Ha u3aMeHeHne KoHgurypauumn SVM co3gaeTtcd 3agada
Tuna ConfigMultipleSvm. MNpouecc nsmeHeHus koHdpurypauum SVM 3aHnmaeT HekoTopoe
BPEMS1, BaM HY>XHO AOX4ATbCsl OKOHYaHUS BbINONHEHUA 3aga4ym (cM. pa3gen "3agava
n3MeHeHust KoHurypauum SVM").

3anpoc Ha nameHeHue KoHdurypaumm SVM
(vHdppacTpyKkTypbl Ha 6a3e OpenStack)

YT106bI N3MEHUTb KoHGUrypaumio SVM B nHdpactpyktype Ha 6a3ze OpenStack, BbinonHute
3anpoc:

PUT /api/3.0/management/deployment/svm/
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B Tene 3anpoca ykaxuTte cnegyrwme napameTpbl:

"threadsCount": "<number of SVM>",
"svms": [
{

"svmSettings":

"password": "<klconfig user password>",
"ksc". {
"address": "<new KSC address>",

"port": "<new KSC port>",
"sslPort": "<new KSC SSL port>",

"language": "<KSC localization>"
o
"users": {
"root": {
"allowSshAccess": "<SSH access: true | false>",
"password": "<new root user password>"

e
"klconfig": {

"password": "<new klconfig user password>"
}
b
"dns": {
"main": "<new DNS IP>",
"alternative": "<new alternative DNS IP>"

bo
"deploymentInfo": {
"type": "openstackProject",
"target": {
"infrastructureld": "<infrastructure ID>",
"svmId": "<SVM ID>",
"location": {
"id": "<project ID>"

}r
"settings": {
"networks": [
{
"id": "<network ID>",
"ports": [
{
"isPrimary": <primary network: true | false>,
"type": "<IP addressing: static | dynamic>",
"ipAddresses": [
"<network IP>"
1,
"mask": "<subnet mask>",
"gateway": "<gateway>"
"vlanId": "<VLAN ID>",
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"portSecurityEnabled": true,
"securityGroupIds": [

"<security group ID>"

e <number of SVM> — konuyectBo SVM, KoHdUrypaumsa KoTopbix 6yaeT N3MeHSITbLCS
OHOBPEMEHHO.

e <Klconfig user password> — Tekywwmn naponb nons3osatens klconfig, koTopbli 6bin co3gaH
BO BpeMs pa3BepTbiBaHus SVM. Naponb gomkeH 6biTb 3akognpoBaH metogom Base64.

e "ksc" — Heobsi3aTenbHbIN 3r1eMeHT. Ecnv Bbl XOTUTE U3MEHUTB NapaMeTpbl NOAKMTHYEHUS
SVM k Cepeepy agMuHucTpupoBaHus Kaspersky Security Center, ykaxute HoBble
napameTpbl B 3TOM 3MEMEHTE:

e <KSC address> — agpec ycTpoucTBa, Ha KoTopoM ycTaHoBreH Cepaep
agMmuHucTpupoBaHus Kaspersky Security Center.

o <KSC port> — nopt ans nogkntodeHna SVM k Cepsepy agMMHUCTPUPOBaHUSA
Kaspersky Security Center.

e <KSC SSL port> — nopt gnsa nogknoyeHua SVM k Cepepy agMUHUCTPUPOBaHUA
Kaspersky Security Center ¢ ucnonssosaHnem SSL-cepTudukaTa.

e <KSC localization> — nokanunsaums Kaspersky Security Center.

e "users" — Heobsa3aTenbHbIN aNeMeHT. ECrin Bbl XOTUTE U3MEHUTb NapamMeTpbl YYETHbIX
3anvcen Ha SVM, yKaxuTe HOBble napameTpbl B 3TOM Sf1EMEHTE:

e <SSH access: true | false> — Hy>kHO nNu pa3pelWwnTb yaaneHHsln goctyn kK SVM vepes
SSH nopg y4eTHoM 3anucelo root: true— paspeLwwnTs, false — 3anpeTuTsb.

e  <root user password> — HOBbI Naporb NOMNb30oBaTens root, 3aKOOUPOBaHHbIN METOOOM
Base64.

e <Klconfig user password> — HoBbI Naponb nonb3osaTens kiconfig, 3akogMpoBaHHbIN
MeTogom Baseb4.

e "dns" — ecnu Bbl XOoTUTe U3MeHNTb IP-agpeca DNS-cepBepoB, ykaxute HoBble IP-agpeca B
aTom anemeHTe. |IP-agpeca DNS-cepBepoB TpebyeTcs ykasaTb, ecnm ans SVM
ucnonb3yeTtcsa ctatnyeckas |IP-agpecauuns. B cnyvyae ncnonb3oBaHusa guHamudeckon IP-
agpecauum (DHCP) 310 Heobsi3aTenbHbIN NapameTp.

e <DNS IP> - IP-agpec DNS-cepgepa.
e <alternative DNS IP> — IP-agpec anbTtepHaTtnBHoro DNS-cepBepa.

e "deploymentinfo" — anemeHT cogepxuT napameTpbl pacnonoxeHus SVM B
WMHpacTpyKType:

e "type" — Tvn obbekTa UHPACTPYKTYphI, rae pacnonoxeHa SVM. 3HadyeHne napameTpa
OomxHo 6bITb "openstackProject”.
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e <infrastructure ID> — ngeHTudmkaTop NMHOPaCTPYKTYpbl, B KOTOPOW pasBepHyTa SVM.
e <SVM ID> — ngeHtucpukatop SVM.

e <project ID> — ngeHtndukatop npoekra OpenStack, B pamkax KOTOPOro pa3sepHyTa
SVM.

e "networks" — Heobs3aTenNbHbIM aNemMeHT. Ecnv Bbl XOTUTE M3MEHUTbL CMINCOK CETEWN,
KOTOpbl€ NUCNOoJib3yeT SVM, YKa>Knute HOoBbl€ NMNapaMeTpbl B 3TOM 3JIEMEHTE!

e <network ID> — ngeHTudpunkatop ceTu.

e "ports" — anemeHT coaepXuT NnapameTpbl CeTeBbIX afganTepoB Ans cetu. Bol
MOXeTe 3ajaBaTb HECKOJTbKO CETEBbIX afanTepoB ANs OOHOW CEeTW.

e <primary network: true | false> — npusHak, 4To ceTb ABNAETCs1 OCHOBHOW. Ecnn
Bbl YKa3anu ogHy ceTb, OHa AOMkHa OblTb OCHOBHON. ECnun ykasaHO HECKOMbKO
ceTen, TONbKO OfHa U3 HUX AOMMKHA ObiTb OCHOBHON.

e <IP addressing: static | dynamic> — tun IP-agpecauuu ans SVM: static —
ctatudeckas IP-agpecauus, dynamic — guHamudeckas IP-agpecauusa (DHCP).

e <network IP> — cnucok IP-agpecoB ns ceTeBoro agantepa.

e <subnet mask>, <gateway> — napameTpbl cTaTndeckoi IP-agpecaunn: macka
noaceTn, wito3. NapameTpbl HYXXHO yKa3aTb, eCnu Bbl BbiIBpanu cTaTtnyeckyto
IP-agpecaumto anga SVM ("type": "static").

e <VLAN ID> — ngeHtudumkatop VLAN.

e <security group ID> — cnucok 'pynn 6e3onacHocTu, koTopble 6yayT
ncrnonb3oBaTbCs AN ceTeBoro agantepa. Ecnu Bbl ykasanu aToT napameTp,
Takke TpebyeTcs ykasaTb "portSecurityEnabled": true.

B pesynbTare BbINONHEHUS 3anpoca Ha n3ameHeHne KoHdurypaumm SVM cosfaeTtca 3agaya
Tmna ConfigMultipleOpenStackSvm. MNpouecc nameHeHns koHdurypauumn SVM 3aHmmaeT
HEKOTOpOe BpeMs, Bam HYXHO AOXOATbCA OKOHYaHWS BbINOMHEHWUS 3adayu (CM. pasgen
"3agava nsmeHeHust KoHgpurypauum SVM").

3apavya nameHeHust KoHdurypauum SVM

B anemenTe "children" 3agaym namerHeHus koHdurypaummn SVM ans kaxgon SVM ectb
noasagada tvna ConfigSvm (unm ConfigOpenStackSvm — gns nHdpacTpykTyp Ha 6a3e
OpenStack). lNMog3agay MoxeT ObITb HECKONBbKO, B 3aBUCMMOCTU OT Konnyectea SVM B 3anpoce
Ha nameHeHue KoHdurypaumm SVM. lNogsagaydm 3anyckaroTcsa oqHOBPEMEHHO UnU
nocrnegosaTtenbHo. KonmyecTBo OAHOBPEMEHHO 3anyckaeMblX NoA3afay 3aBUCUT OT 3HaYEeHUS
napameTpa "threadsCount".

B3agava nameHeHuns koHgurypaumm SVM aHanorvyHa 3agade passepTbiBaHus SVM (cm.
pasgen "3agayva passepTbiBaHua SVM").

U3smeHeHue KoHgbuaypayuu pasgepHymbix SVM — 43



Yananeuve SVM

YTto6bl yaanutb SVM, BbiNONHUTE 3anpoc:
PDELETE /api/3.0/management/deployment/svm/

B Tene 3anpoca ykaxuTte criefyloLime napameTpsbi:

"svms": [
{
"deploymentInfo": {
"type": "<infrastructure object type>",
"target": {
"infrastructureId": "<infrastructure ID>",

"svmId": "<SVM ID>",
"location": {

"id": "<project ID | hypervisor ID>"

roe:

e <infrastructure object type> — Tun obbekTa NHPaACTPYKTYphI, rae pacnonoxeHa SVM.
YKaxuTe 3HavyeHne napameTpa:

e host — gns uHdpacTpykTyp, He Basupytowmuxcs Ha OpenStack.

e openstackProject — ana nHdpacTpykTyp Ha 6a3e OpenStack.
e <infrastructure ID> — ngeHTudurkaTop NHPPaCTPyKTyphbl, B KOTOpOU pa3sepHyTa SVM.
e <project ID | hypervisor ID> — B 3aBUCUMOCTW OT TUNa UHPAaCTPYKTYpPbI:

e yaeHTUdMKaTop rMnepsusopa, Ha KOTOpom passepHyTa SVM;

e upeHTUdmkaTop npoekta OpenStack, B pamkax KOTOporo passepHyTa SVM.

B pesynbTaTe BbINONHEHMSA 3anpoca Ha yaaneHne SVM cosgaeTcs 3afjada tuna
DeleteMultipleSvm (unn DeleteMultipleOpenStackSvm — anst HpacTpykTyp Ha 6ase
OpenStack). B anemeHTe "children" 3agaun ansa kaxgo SVM ectb noagsagadva tuna DeleteSvm
(nnn DeleteOpenStackSvm — gnst nHdpacTpykTyp Ha 6a3e OpenStack). MNMogsagay moxeT 6bITbh
HEeCKOINbKO, B 3aBUCMMOCTM OT Konuyectsa SVM B 3anpoce Ha yaaneHve SVM.

Mpouecc yaaneHma SVM 3aHnMaeT HEKOTOPOE BpEMS!, BaM HY>KHO JOXAATbCA OKOHYaHUS
BbINOJTHEHUA 3a4au4N.

YT106bl NOCMOTPETH TEKYLLMIA CTaTyC 3afa4u, BbINOMHUTE 3amnpoc:
GET api/3.0/virtualization/tasks/<task ID>

3agava cunTaeTcs 3aBepLUEHHON yCneLwHo, ecnu B OTBETE NapameTp "state” nmeet 3HayeHne
"Completed".

YoaneHue SVM — 44



YpoaneHve napameTpoB
NoAKNYEeHUs K

MHPpaCTPYKTYype

Y106kl yaanutb NnapamMeTpbl NOAKIIOYEHMS K MHPPaCTPYKTYpPE, BbINOMHMUTE 3anpoc:

DELETE /api/3.0/infrastructures/<infrastructure ID>

B pesynbTaTe ycrnewHoro BbINOHEHNSA 3anpoca Bo3BpallaeTcs kog BosspaTa 200.

Y0aneHue napamempos nooK4YeHUs K UHghpacmpykmype — 45
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